IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 21, NO. 1, JANUARY 2019

51

Separable and Reversible Data Hiding in Encrypted
Images Using Parametric Binary Tree Labeling

Shuang Yi

Abstract—This paper first introduces a parametric binary tree
labeling scheme (PBTL) to label image pixels in two different
categories. Using PBTL, a data embedding method (PBTL-DE)
is proposed to embed secret data to an image by exploiting spatial
redundancy within small image blocks. We then apply PBTL-DE
into the encrypted domain and propose a PBTL-based reversible
data hiding method in encrypted images (PBTL-RDHEI). PBTL-
RDHEI is a separable and reversible method that both the original
image and secret data can be recovered and extracted losslessly and
independently. Experiment results and analysis show that PBTL—
RDHEI is able to achieve an average embedding rate as large as
1.752 bpp and 2.003 bpp when block sizeissetto 2 X 2and 3 X 3,
respectively.

Index Terms—Reversible data hiding, encrypted images,
parametric binary tree labeling scheme, privacy protection.

1. INTRODUCTION

MAGE encryption is a technique to transform the original

meaningful image into a noise-like one to prevent unautho-
rized access [1]. Using the correct security key, users are able
to decrypt the image to see its original content [2]. Modern
cryptography mainly focus on the block cipher and stream ci-
pher. Different from the image encryption, reversible data hiding
(RDH) is a technique to embed secret data into cover images by
slightly modifying their pixel values [3]. It aims to imperceptibly
modify the cover image pixel values. Existing RDH methods are
almost derived from the following three fundamental strategies:
lossless compression [4], [5], histogram shifting (HS) [6] and
difference expansion [7], [8]. Due to the reversible property, the
original image can be fully recovered after extracting the secret
data. This can be used in many applications such as medial and
military image processing.

Recently, due to the development of cloud computing and
cloud storage, many researchers show their interests in devel-
oping reversible data hiding method in encrypted images (RD-
HEI) [9]-[15]. In this scheme, there are three end users: the
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content-owner, data-hider and receiver. Here the content-owner
is also regarded as the original image provider who encrypts the
image before sending it to the data-hider. The data-hider embeds
some secret data into the encrypted image and has no privilege
to access the original image content. At the receiver end, we
desire that users only with specific authority are able to access
the original image, secret data or both. This scheme can be used
in many privacy-preserving applications such as cloud storage,
medical image management system [16], secure remote sensing
system [9], etc. Take the cloud storage for example, in order
to protect the original image content from been revealed to the
public, the content-owner encrypts it before sending it to the
cloud. Without knowing the original image content, the cloud
administrator who acts as the data-hide wants to embed some
additional data, e.g., the image source information, into the en-
crypted image for the purpose of image management. At the
receiver side, according to different privileges, one can obtain
the secret data or original image separately.

Existing RDHEI methods can be classified into three cate-
gories, namely reserving room before encryption (RRBE) [11],
[17]-[20], reserving room after encryption (RRAE) [9], [16],
[21] and vacating room by encryption (VRBE) [22]-[24]. The
RRBE methods use some traditional RDH methods or exploit
spatial redundancy from the original image to reserve spare
room before image encryption. The second category mainly
uses the standard image encryption algorithms such as AES,
RC4 or homomorphic encryption to encrypt the original image
directly. The VRBE methods adopt some specific encryption
algorithm to encrypt the original image while keeping spatial
redundancy in the encrypted image so that it can be exploited
for data embedding.

Ma et al. [11] first proposed a RRBE method. They divide
the original image into smooth area and coarse area, and embed
several least significant bit (LSB) planes of the coarse area into
the smooth area using the traditional RDH method [6]. The
reserved LSB planes are then used for data embedding. Mathew
et al. [20] improved Ma’s method by divide the original image
into small blocks and then separate these blocks into smooth
and coarse areas for spare space reservation. Cao et al. [18]
adopt the sparse representation technique to compress the small
smooth image blocks to reserve room. Method in [17] randomly
select some pixels from the original image and predict them by
their surrounding pixels, the obtained prediction-error values
are encrypted and reserved for data embedding. Yi ef al. [19]
improved Zhang’s method [17] by predicting half of the pixels in
the original image so that the embedding rate can be increased.
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Although using the traditional RDH method to reserve room
from the original image is more efficient and will obtain a larger
embedding rate than RRAE methods, it may be impractica-
ble. Because the content-owner have no idea about the size of
the forthcoming data, or the content-owner may has no com-
putational capacity to apply the RDH to reserve room [25].
Therefore, a lot of researchers are mainly focus on developing
RRAE methods. Puech et al. [26] embed secret data into the
AES-encrypted image and use local standard deviation to re-
construct the original image. Zhang [16] and Hong et al. [27]
use the stream cipher to encrypt the original image and divide
the encrypted image into equal sized small blocks. Then each
block is embedded with one bit of the secret data by flipping
the 3 LSBs of half of the pixels that randomly selected from
the block. Li [28] modified Zhang’s method [16] by flipping the
pixels in the specific positions to embed data. Zhou et al. [9] use
a public key modulation mechanism to embed secret data. In this
method, one encrypted image block can embed more than one
bit of the secret data. Thus, the embedding rate is significantly
improved. At the receiver side, the SVM technique is adopt to
extract the secret data and recover the original image. These are
joint VRAE methods [9], [16], [27], [28] that the data extraction
and image recovery are performed simultaneously. In addition,
the data extraction and image recovery are based on analyzing
the local smoothness of the directly decrypted image. Thus, they
may suffer from incorrect extracted data and recovered image
when block size is small. More practically, methods in Zhang
et al. [21], [29] and Zheng et al. [30] suggest to develop sepa-
rable VRAE methods by compressing some LSB planes in the
stream cipher encrypted image to reserve room for data em-
bedding. In this way, data extraction and image recovery can
be performed separately. In [31], the pseudorandom sequence
modulation mechanism is adopted to embed secret data. Wu
et al. [32] embed secret data by replacing the specific bit po-
sitions in the two most significant bit (MSB) planes. Methods
in [33]-[35] suggest to use the homomorphic encryption to en-
crypt the original image. However, these methods suffer from
pixel expansion that the enlarged bit depth of pixels will result
in a larger storage space.

Science reserving room from the stream cipher encrypted im-
age is quite difficult and results in low embedding rate, some
researchers try to develop VRBE method. Method in [22] di-
vides the original image into blocks, then a coarse-grained per-
mutation is used to change block locations within the image
and a fine-grained permutation is applied to change pixel loca-
tions within the block. Data embedding is performed using the
HS method in each block. This method suffers from information
leakage in the encrypted image, because only the pixel locations
are changed. Method in [23] uses a modulation operation to en-
hance the image encryption security. However, it is also limited
in embedding rate and requires the pixel values of the encrypted
image within the rage of [1, 254]. In Huang et al.’s method [24],
the original image is encrypted by block permutation and block
based bit-XOR. Then the traditional RDH method such as differ-
ence histogram shifting (DHS) and prediction-error histogram
shifting (PHS) are utilized to embed secret data. In [36], stream
cipher is applied to several MSB planes of the image, and HS
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Fig. 1. Distribution of binary codes based on a full binary tree.

is utilized to embed secret data into the rest LSB planes of each
encrypted image block.

In this paper, we propose an RDHEI method using paramet-
ric binary tree labeling scheme (PBTL-RDHEI). It is a VRBE
method that keeps spatial correlations within small encrypted
image blocks, so that secret data embedding can be accom-
plished by exploiting the spatial redundancy from the encrypted
image. Different from the methods in [22]-[24] that use the tra-
ditional RDH method to embed secret data, we adopt the PBTL
based reversible data embedding so that the embedding rate can
be significantly improved. The contributions of this paper are
summarized as follows:

1) We propose a parametric binary tree labeling scheme
(PBTL) to label pixels in two different categories. Select-
ing different settings of parameters, PBTL will provide
different pixel labeling strategies.

2) Using PBTL, we propose a data embedding algorithm
(PBTL-DE). It exploits spatial redundancy in small im-
age blocks and embeds secret data into cover images using
pixel labeling and bit replacement. Different from the tra-
ditional data embedding methods that embed secret data
by modifying the plaintext cover image pixel values in
an imperceptive way, PBTL-DE is designed for encrypted
images. Thus, the significant changes to pixel values are
acceptable.

3) Based on PBTL-DE algorithm, we further propose a
PBTL-based RDHEI method (PBTL-RDHEI). Simula-
tion results of applying PBTL-RDHEI to 1000 randomly
selected test images demonstrate that PBTL-RDHEI is
able to achieve an average embedding rate as large as
1.752 bpp and 2.003 bpp when block size is set to 2 x 2
and 3 x 3, respectively.

The rest of this paper is organized as follows: Section II pro-
poses a parametric binary tree labeling scheme (PBTL). Using
PBTL, a data embedding method is introduced in Section III.
Section IV proposes the PBTL-RDHEI algorithm. Sections V
analyze the redundancy preserving property of the image en-
cryption method in PBTL-RDHEI. Section VI analyze the per-
formance and security of PBTL-RDHEI. Section VII shows
the experiment results and comparisons to some related works.
Finally, Section VIII concludes this paper.
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II. PARAMETRIC BINARY TREE LABELING SCHEME

In this section, we propose a parametric binary tree labeling
scheme (PBTL). It is designed to label pixels in two different
categories, namely G1 and G. For pixels with 8-bit depth, we
use « and J3 bits of binary code to label pixels in G; and G,
respectively, where 1 < a, 5 < 7.

To better explain our idea, we use a full binary tree structure,
as shown in Fig. 1, to illustrate the distribution of binary labeling
bits. As can be seen, the binary tree has 7 layers of child node,
and the ith layer contains 2° nodes, where i = 1,2,...,7.

First of all, given a parameter 3, we use the binary code in the
first node of the Sth layer to label pixels in Go. Thus, ‘0...0" is

3
adopted. For G+, all pixels are labeled by the same labeling bits
‘0...0’. For Gy, according to the known value (3 and another

B
given parameter «, pixels are classified into n, sub-categories,
where n,, is calculated by Eq. (1).

ifa<p
otherwise

20 1,
Mo = { (28 — 1) %208, M

For pixels in a sub-category, we use the same a-bit binary code
to label them, and for pixels in different sub-categories, different

Example of labeling bits selection when 8 = 1 and v = 1 to 7.

B=1 G, Gy
a=1 (o] 1
B=1 G, G,
a=2 0 10 | 1
B=1 G, G,
a=3 0] 100 | 101 | 110 | 111
o0 e 000
B=1 G, G,
a=7 0 1000000 | ...... | 1111111
(b)
=206, | 6
a=1 00 1
=2 Gz Gl
a=2 00 01 | 10 | 11
=2 Gz Gl
a=3 00 010 I 011 | 100 | 101 I 110 | 111
sessee
B= G, Gy
a=7 00 0100000 l ...... | 1111111

(b)

Example of labeling bits selection when § = 2 and v = 1 to 7.

«-bit binary codes are applied. Thus, n,, different o-bit binary
codes are utilized to label n,, sub-categories, respectively. Next,
we analyze the content of these n,, binary codes from the fol-
lowing three aspects.

1) When o = 3, as shown in Fig. 1, the first node of the
[th layer ‘0...0’ is selected to label pixels in Gg, and

the remaining n, = 2% — 1 nodes of binary codes in the
same layer are utilized to label pixels in n,, sub-categories
of G, respectively.

When « < 3, for each of the ath layer, we ignore the
first node and use the remaining n, = 2“ — 1 nodes of
binary codes to label pixels in n,, sub-categories of Gy.
The illustrative examples can be found in Figs. 3 and 4.
When « > 3, for each of the ath layer, only the binary
codes that are not derived from the node ‘0...0" are se-

2)

3)

lected to label pixels in n,, sub-categories of G . Figs. 2—4
show the examples of labeling bits selection when o = 1
to 7, B equals to 1, 2 and 3, respectively. As can be seen,
for example, in Fig. 2, all binary codes that derived from
‘0’ are ignored and the remaining binary codes in ath
layer are kept.
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Side Payload
Info. v
Cover Image Pixel Pixel labeling Payload Marked
image blocking grouping using PBTL embedding image
Fig. 5. Framework of PBTL-DE.
III. DATA EMBEDDING USING PBTL p
Using PBTL, we propose a data embedding method (PBTL- ’
DE) to embed secret data into a cover image. Firstly, we intro-
duce how to embed secret data into a cover image using PBTL, Ps
and then explain how to extract secret data and recover the cover
image. P.
A. Data Embedding P,

The framework of PBTL-DE is shown in Fig. 5. It consists
four steps, namely Step 1: image blocking; Step 2: pixel group-
ing; Step 3: pixel labeling using PBTL and Step 4: payload
embedding. Next, we introduce these four steps one by one.

Step 1: Image blocking: For an 8-bits depth original image I
with a size of M x N, we first divide it into a number of s X s
non-overlapped small blocks. For example, the block size is set
to2x 2or3 x 3.

Step 2: Pixel grouping: For all pixels in I, we separate them
into four sets, namely: reference pixel (P, ), special pixel (Py),
embeddable pixel (P,) and non-embeddable pixel (P,,). Here,
P, consists of n, pixels that selected by user-defined rules. For
example, we select the first pixel (or center pixel) of each 2 x 2
(or 3 x 3) block to form P,.. These pixels will be kept unmodi-
fied during data embedding phase. P contains one pixel which
will be utilized to store some parameters. Any pixel exceptin P,
can be selected to be Pg. Without loss of generality, we choose
one pixel in the first block to be Ps. Thus, for each block
except for the first one, one reference pixel is corresponding
to 3 (for 2 x 2) or 8 (for 3 x 3) non-reference pixels; other-
wise, one reference pixel is corresponding to 2 (for 2 x 2) or 7
(for 3 x 3) non-reference pixels. Then, for each of the remain-
ing(MN —n, — DpixelsI; (i = 1,2,...,MN —n, — 1), we

Fig. 6. Illustrative example of pixel grouping when block size is 2 x 2.

calculate its difference value e; by
e; =1; — I )

where I!*f € P, is the corresponding reference pixel of I;. If
e; satisfied the following condition, the pixel I; belongs to Ps;
otherwise, it is in set P,,.

-] <o < VOE_ 1J 3

where n, is a positive integer, [+ and | *] are the ceil and floor
operations, respectively. Here, P, and P, contain n. and n,,
pixels, respectively, where pixels in P, can be utilized to embed
secret data while P, can not. Thus, M N = n, + n. +n,, + 1.
Fig. 6 shows an example of pixel grouping when block size is
2 x 2.

After obtaining the difference set e = {e; } M2 "
obtain its histogram h(e) by

71, we can

he)=#{1<i<MN-n,—1:¢;=¢}, Ve€Z (4
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Algorithm 1: PBTL-DE.
Input: Original image I, Secret data M, parameters «
and f3.
1: Divide I into equal size non-overlapping blocks and
classify pixels into four groups P,., Py, P, and P,,.
2: Construct the payload P, where it consists of the secret
data M, the first 3 bits of each
pixel in P, and 8 bits in Py.

3: for each pixel in P, do

4: According to the difference value e, reconstruct
the pixel by replacing « labeling bits and (8 — «)
payload bits.

5: end for

6: for each pixel in P,, do

7: Replace its first (3 bits by ‘0 j 0’ and keep the
remain (8 — /3) bits unmodified.
8: end for
9: Convert « and [ into binary bits and store them into
P by bit replacement.
Output: Marked image I.

where # is the cardinal number of a set. Due to the spatial
correlations of pixels within the same block, the histograms
of e form like a Laplace distribution with location parameter
equals to 0. As shown in Eq. (3), in order to achieve a higher
embedding rate, we use the pixel whose difference value falls
into the n,, center bins of histogram h(e) to embed secret data.

Step 3: Pixel labeling using PBTL: Because the pixel loca-
tions of P, and Py are pre-defined, they can be easily distin-
guished, we only need to label the pixels in P, and P,. Given
two parameters « and 3, we use the binary codes generated by
PBTL to label pixels in P, and P, respectively. For example,
for each pixel in P,,, a 8-bit binary code ‘0. .. 0’ is adopted to

]
label it by bit replacement, and the remaining (8 — [3) bits are
kept unmodified. For pixels in P, they can be classified into
n, sub-categories according to different values of e. Thus, n,,
different a-bit binary codes are utilized to label pixels in each
sub-category, respectively.

Step 4: Payload embedding: The payload contains three parts:
the original 8 bits of pixel in Pyg, the replaced original (3 bits of
each pixel in Py, and the secret data.

After pixel labeling, the remaining (8 — «) bits of each pixel
in P, are reserved to embed payload bits by bit replacement.
Thus, totally (8 — «)n, bits of the payload can be successfully
embedded. The parameters « and (3 are important for data ex-
traction and image recovery, thus, they need to be stored as
well. Since 1 < «, < 7, they can be successfully stored by 8
bits in Py by bit replacement. Therefore, the marked image is
generated, and the detailed procedures of RDH using PBTL are
provided in Algorithm 1.

Then, we can calculate the effective embedding rate 7, s
(.bpp) under different settings of parameters « and 3 by

(8 —a)n, — fn, —8
MN

®)

Ta,p =

P, | 0 | 0 | Original bits |
S e=—1 :(;0 e —1 |0|1| Payload bits |
R 10 | 1 P.[1]o] rayloadbits |
| 1 | 1 | Payload bits |
@ (b)
Fig. 7. Illustrative example of pixel labeling and data embedding when o =

[ = 2. (a) Binary code distribution. (b) Pixel bits in P, and P,, after data
embedding.

which is equivalent to
Ta,3 =

8 —a) 00, hli) = BOZ) s h(G) + 357, 1 A(K)) — 8

MN

(6)

where v; = [—%¢] and v, = | %2~ |. Then the maximum em-

bedding rate rmax (.bpp) can be calculated by

7
Tmax = maX{T(w.ﬁ}a,ﬂ:I ™

An illustrative example of pixel labeling and data embedding
when a = 8 = 2 is shown in Fig. 7. As can be seen, ‘00’ is
utilized to label pixels in P, and the remaining 6 bits are kept
unmodified. According to Eq. (1), n, = 3. Thus, ‘01°, ‘10’ and
‘11 are applied to label pixels in P, when the difference value
e equal to —1, 0 and 1, respectively.

B. Data Extraction and Image Recovery

After obtaining the marked image, according to the param-
eters extracted from Pg, we check the labeling bits of non-
reference pixels and classify them into sets P, and Py, accord-
ingly. When the first 3 bits equal to ‘0. . . 0, the pixel is grouped

&
in P,,; otherwise, it is put in P,. We then extract (8 — «) bits
of the payload from the pixel in P, sequentially. Next, for each
pixel in P, according to its a-bit labeling bits, we obtain the
corresponding difference value e and recover the pixel by

L = +e, @®)

Finally, we recover the replaced two bits of each pixel in P,, and
8 bits of the pixel in Py using the extracted payload. By now
the secret data is successfully extracted and the original image
is fully recovered.

IV. REVERSIBLE DATA HIDING IN ENCRYPTED
IMAGES USING PBTL

Using PBTL-DE, we propose a RDH method in encrypted
images (PBTL-RDHEI). It encrypts the original image into a
noise like one while keeping spatial correlations within small
image blocks, so that PBTL-DE can be applied to embed se-
cret data into the encrypted image. PBTL-RDHEI consists of
three phases as shown in Fig. 8, namely A) Generation of en-
crypted image; B) Generation of marked encrypted image and
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Fig. 8.  Framework of PBTL-RDHEI.

C) Data extraction and image recovery. These three phases are
accomplished by the content-owner, data-hider and receiver, re-
spectively. At the receiver side, using different security keys,
the secret data and original image can be successfully extracted
and recovered. Next, we will introduce these three phases one
by one.

A. Generation of Encrypted Image

Image encryption consists of two procedures: block permuta-
tion and pixel modulation. Assume that an 8-bit depth gray-scale
image O is with a size of M x N. Firstly, the content-owner
divides @ into k non-overlapped blocks O ;) (i = 1,2, ..., k)
with a size of s X s, where k = MN/sz, and s is a small integer
that greater than or equal to 2. Then, image blocks are permuted
according to K, where K, = H(Q) @ H(K.), H(.) is a secure
hash function to produce a hash sequence, ‘@’ is the bit-level
XOR operation. Users have flexibility to select any pixel permu-
tation method for image scrambling, and we consider the image
block as a single unit. Here we use the scrambling method in [37]
for demonstration. The scrambled image blocks are denoted as
(@)(i) (i=1,2,...,k). Next, pixels in (@)(,j) are modified by
s°) 9

El; = (O, + R) mod 256, (j=1,2,...

where @){“ is the jth pixel of block @(i) in raster-scan order,
R; € ]0,255] is arandom integer generated by K,. Any random
number generator can be used to generate R;. As an example, we
use K, to initialize (r, z) of the Tent-Sine system (TSS) [38]
to obtain the random number for demonstration, where the TSS

is defined by

Tit1 =
rz; /2 + (4 —r)sin(rz;) /4 mod 1, x; < 0.5
r(1—x;)/2+ (4 —r)sin(rz;) /4 mod 1, z;>05
(10)

Algorithm 2: Generation of initial condition of TSS

Input: K, [kl,k27.. ykosel(ki € {0,1},1 <
1oy e 300 k204

< 256).

2: up — Zflj;4 ki 211252 i
3: v — k 2 :
= 193

5: In1t1a1 value a:o — uyp /2%

6: Parameter 7 «— uy /2%

7: fori=1to2do

8: 2 — (i _1u;v; /280 + ;1) mod 1
9: T (’I“Z‘,lui’l)l‘/QSO + 7“2',1) mod 4
10: end for

11: r«—4—1r
120 xp <« 9
Output:Initial conditions (7, ).

where (7, ) is the initial condition, r € (0,4] and z; € (0,1).
Here, we use SHA-256 for demonstration. It is sensitive to the
input content and produces a 256-bit binary hash sequence. The
user-defined key K. also contains 256 bits. The obtained K,
is applied to initialize (7, z) using Algorithm. 2. The random
value R; is calculated by

Ri = \_,’L‘i+1 * 240 mod 256J (11)

According to Eq. (9), the s® pixels in the ith image block
are added by a same random integer R; for modulation. Thus,
spatial correlations will be kept in the image blocks of D, and
they can be exploited to embed secret data at the data-hider side.
However, the block size will influence the encryption effect. To
keep a relatively high security, in this study, we set the block
size to 2 X 2 and 3 x 3 for demonstration.
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B. Generation of Marked Encrypted Image

After obtaining the encrypted image [E, the data-hider first di-
videsitinto k blocks by the same way in image encryption phase.
Given the parameters « and (3, we then can embed payload bits
into image [E using PBTL-DE as provided in Algorithm 1. In
order to achieve a higher security, the secret data is encrypted
using K, before embedded into the encrypted image. We denote
the image E after data embedded in as the marked encrypted
image M.

C. Data Extraction and Image Recovery

At the receiver side, authorized users with different security
keys are able to obtain different contents, secret data, original
image or both, separately.

1) Data Extraction: When holding the data hiding key Kj,,
the receiver can extract the secret data successfully. Firstly, we
divide M into k blocks as in data embedding phase, extract
parameters « and 3 from Pg. We keep the reference pixels in
P, unmodified. For the rest 3 x k£ — 1 pixels, by checking the
first & and ( labeling bits in each pixel, we classified them
into P, and P,,. Then, we extract (8 — «) bits of payload from
pixels in P, sequentially and obtain the encrypted secret data
from the extracted payload bits. Finally, using K}, we decrypt
the encrypted secret data to obtain the plaintext secret data.

2) Image Recovery: Using K., the receiver is able to obtain
arecovered image that is exactly the same with the original one.
Firstly, after obtaining the payload from M as in data extraction
phase, we recover the replaced [ bits in each pixel of P, and 8
bits in Py using the payload. Thus, all pixels except in P, are
recovered. For each pixel in P, according to its « labeling bits,
we find its corresponding difference value e and recover it using
Eq. (8). By now the obtained image E is the same as before data
embedding. Next, we recover pixel values in E by

Of) = (B — i)
where R; is generated by the same way in image encryption
phase. Finally, we inversely permute the image blocks in O and
obtain the original image O.

Due to the reversibility in each step of data extraction and
image recovery, the secret data and original image are obtained
without any error.

mod 256, (j=1,2,...,5°) (12)

V. DISCUSSION

In PBTL-RDHETI, the encryption process uses block permuta-
tion and modulation to transform the original image into a noise-
like one while keeping spatial redundancy within small image
blocks. Data hiding is then applied to the encrypted image by
exploiting the spatial redundancy within the small encrypted im-
age blocks. The proposed image encryption method modulates
each pixel within an image block using the same random integer
(see Eq. (9)). The encrypted image block will retain the spatial
redundancy as it is in the original image. Therefore, images with
less texture in the original image have higher spatial redundancy
and thus can be embedded with more data, achieving a larger
embedding rate. However, the modulation operation may also

reduce the spatial correlations of pixels within the block. Here,
we analyze the redundancy preserving of the image encryption
method in PBTL-RDHEI

Take the block size 2 x 2 for example, we denote the 4 pixels
in an original image block X as x1, x2, 3 and x4, where x;
is the reference pixel and z; € [0, 255] (for ¢ = 1,2, 3,4). Then
we can obtain their difference values e; = 2y — «; (for j =
2,3,4). After using the pixel modulation operation with a ran-
dom value v (v € [0, 255]), the four pixels &; in the new image
block X are calculated by #; = (z; +v) mod 256, and the
new difference values é; are obtained using é; = &1 — &;. If
¢; = e for j = 2, 3,4, block X and X have the same spatial
correlation. To meet this requirement, one of the following two
conditions needs to be satisfied.

U+ Tmax < 256 (13)

or

U+ Tmin = 256 (14)

where . = max{xs, 3, x4} and Ty,5, = min{zy, x3, x4}

For example, assume that X = [102,102;99,103], we ob-
tain eo =0, e3 =3, e4 = —1, Tpax = 103 and xp,;, = 99. If
v =100,v + zmax = 203 < 256, Eq. (13) is satisfied, and X =
[202,202;199,203]. Thus, é; =ey =0, é3 =e3 =3, é4 =
es = —1. If v =153, non of the conditions in Eq. (13) and
(14) s satisfied, and X = [255, 255;252,0]. Thus, é; = ey = 0,
ég 263:3,é4:2557&€4.

In order to analyze the inference of spatial correlations in
block cause by using the pixel modulation operation, we cal-
culate the histogram of difference value set e of Lena image
with or without modulation operation. The results are plotted
in Fig. 9. From the results, we can observe that, the histogram
almost keep the same shape. This means that, by using the block
based pixel modulation operation, the spatial correlation of pix-
els within the same block is well kept, which ensuring the high
embedding rate of the proposed PBTL-RDHEI.

VI. SECURITY AND PERFORMANCE ANALYSIS

In this section, we analyze the security of PBTL-RDHEI,
and compare encryption performance and efficiency between
PBTL-RDHEI and several state-of-the-art methods.

A. Security Analysis

As an encryption domain based RDH method, the PBTL-
RDHETI should ensure the security to both the original image
and secret data. In PBTL-RDHEI, the security to secret data is
provided by data encryption with K, . It is worth noting that any
secure data encryption algorithm can be used here to encrypt the
secret data. Hence, without K, it is extremely difficult to reveal
the secret data. Therefore, we mainly focus on analyzing security
of the image encryption algorithm in withstanding serval attacks
such as the brute-force attack, known/chosen-plaintext attack
and noise attack.

1) Brute-Force Attack: The image encryption process in-
cluding block permutation and modulation. For an M x N orig-
inal image with block size s x s, there are (M N/s?)! possible



58
x 10" ‘
— without mod.
— with mod.
2 .
@ 1.5¢
[3)
c
£
3
o I
o
0.5¢
0 i i i i i
—200 —100 0 100 200
€
(a)
x 10
— without mod.
— with mod.
2 .
o 1.5¢
5]
c
(0]
=
3
o
o
0.5¢
0 i i i ‘ ‘
—200 —-100 g 100 200
(®)
Fig.9. Histograms of difference e calculated from image Lena when applied

with and without pixel modulation operation for block sizes are set to (a) 2 x 2
and (b) 3 x 3.

permutations. For pixel modulation, each value of R; € [0, 255]
is randomly generated. Thus, the possibility of successfully ob-
tain the original image by data-hider without K, is as small as
W, so that the security can be ensured. As can
be seen, with large image size and small block size, a higher
encryption performance to the original image can be achieved.

In order to analyze the key sensitivity in withstanding the
brute-force attack, we use a user-defined 256-bits security key
K. and other 256 keys K! (i = 1,2,...,256) to generate initial
conditions (7, zg) for TSS, where K is the same as K, except
for flipping the ith bit in K,. Therefore, K! and K, are of
only one bit difference. Because TSS is sensitive to the initial
condition, different settings of (r, () will result in totally dif-
ferent random values R; and thus different encrypted images.
Fig. 10 shows the results of initial condition (7, z() generated
by these 257 keys. As can be seen, tinny changes in the key will
significantly change the initial condition of TSS. We then show
the simulation results of encrypting Lena image using two keys
and obtain the difference of these two encrypted images, where
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Fig. 11.  Simulation results of encrypted Lena images using two keys K! and
K? when block size is set to 2 x 2, where K} and K2 are with only one bit
difference. (a) The original image. (b) Encrypted image using KL (c) Encrypted
image using K 3 . (d) The difference between (a) and (d).

the two keys are with only one bit difference. The results are
shown in Fig. 11. As can be seen, even with one bit change in
the encryption keys, the obtained encrypted images are totally
different. Therefore, the attacker has extreme difficulty in re-
vealing the original image by analyzing the security key. The
proposed algorithm is able to withstand brute-force attack.

2) Known/Chosen-Plaintext Attack: Known-plaintext at-
tack is a cryptanalysis model that the attackers have the plain-
texts and their corresponding ciphertexts and try to reveal all or
part of the secret key. A chosen-plaintext attack is more powerful
than known-plaintext attack, because the attackers can arbitrar-
ily choose plaintexts for encryption and obtain the correspond-
ing ciphertexts. Therefore, an encryption algorithm that can
withstand chosen-plaintext attack is also secure against known-
plaintext attack.

In order to show the robustness of the proposed encryption
algorithm in withstanding chosen-plaintext attack, we perform
differential analysis to the proposed algorithm. Two original
images are encrypted using the same key and obtain the
difference between their cipher images. Here the two original
images are of one bit difference. The simulation results of
differential analysis are shown in Fig. 12. From the results,
we can observe that a slight change in the original image will
result in a totally different encrypted image, which is extremely
difficult for attackers to obtain useful information by analyzing
the pairs of plaintexts and ciphertexts. Therefore, our algorithm
can withstand the known/chosen-plaintext attack.
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(b)

Fig. 12.

) ' ©

Simulation results of differential analysis on Peppers image when block size is set to 2 x 2. (a) The original image Q. (b) The original image Qo

where @; and Q9 are with only one bit difference. (c) Encrypted results of Q. (d) Encrypted results of Q2. (e) The difference between (c) and (d).

@ (b) (© (d)

Fig. 13.  Noise attack analysis of the encryption method in PBTL-RDHEI
when block size is 2 x 2. The top row shows the encrypted Crowd images (a)
without noise; (b) with 1% salt and pepper noise; (¢) with 1% Gaussian noise;
(d) with 60 x 60 image cut, respectively. The bottom row shows the recovered
images.

3) Noise and Data Loss Attacks: Fig. 13 shows the noise and
data loss attacks to the encrypted images. We use the Crowd
image for demonstration and set the block size to 2 x 2. The
results show that most of the original image information can be
recovered when the encrypted image is added with 1% of the
noise (Salt & Pepper noise or Gaussian noise) or with 60 x 60
pixel cutting.

B. Performance Analysis

Here, we compare the encryption performance and efficiency
between the proposed algorithm and several related works.

1) Encryption Performance Comparison: Table I compares
the image encryption performance of the proposed algorithm
with that of several state-of-the-art methods. As can be seen, the
proposed encryption algorithm makes the histogram of the en-
crypted image uniform distributed. Although it preserves spatial
redundancy within small image blocks like the methods in [24]
and [22], it has high security level that can withstand chosen-
plaintext and other attacks.

2) Efficiency Analysis: Time and space complexities are of-
ten used to estimate the efficiency of an algorithm. Time com-
plexity, also called the computation complexity, is to measure
the running time of an algorithm. Space complexity is a mea-
sure of working storage that an algorithm needs with respect to
the input content. In PBTL-RDHEI, the encryption/decryption
process contains block permutation and modulation. The

processing time doesn’t rely on the content of the original image.
Given an image with k blocks, the time and space complexities
of image encryption/decryption are O(k) and O(M N + k), re-
spectively. The data embedding/extraction mainly contains pixel
grouping and modification. Each one needs to go through all
pixels only once except for P,. Therefore, the time complexity
of data embedding/extraction is O(M N — k). In the embed-
ding/extraction process, a temporary workspace is needed to
store the original bits in P, and Py that are replaced by label-
ing bits and parameters. The temporary workspace is less than
M N. Therefore, given the secret data with size of Ny, the space
complexity of data embedding/extraction is O(M N + N).

Next, we experimentally compare the time complexity of
PBTL-RDHETI with that of several related works under various
embedding rates. The measure of the time complexity is carried
out over the Matlab implementation by using the built-in time
function in a workstation with Intel i7@3.40 GHz CPU and
8 GB RAM. We randomly selected 100 images with size of
512 x 512 from the BowsBase' database for testing, the average
results of time complexity under various embedding rates are
plotted in Fig. 14. Here the time is recorded for the processes of
image encryption, data embedding, data extraction and image
recovery. The images with sizes of 128 x 128 and 256 x 256
are generated by downsampling the selected 100 images. We can
observe that images with a larger size will require more time
to finish all processes, and that the proposed PBTL-RDHEI has
almost the lowest computation cost under various embedding
rates. This verifies the efficiency of PBTL-RDHEI.

VII. EXPERIMENT RESULTS AND COMPARISONS

In this section, we show the experiment results and com-
parisons of PBTL-RDHEI with several existing related works.
Three image database are used in this section, including the
Miscelaneous,” Kodak® and BowsBase. Four commonly used
test images Lena, Airplane, Man and Crowd are selected from
the Miscelaneous database, two images kodim08 and kodim13
are selected from the Kodak database and the rest test images
are selected from the BowsBase database.

Fig. 16 shows the distribution of pixel values of Lena im-
age after image encryption and data embedding processes,

Uhttp://bows2.ec-lille.fr/
Zhttp://decsai.ugr.es/cvg/dbimagenes/g512.php
3http://www.rOk.us/graphics/kadak
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TABLE I
ENCRYPTION PERFORMANCE COMPARISON OF THE PROPOSED ALGORITHM WITH SEVERAL RELATED WORKS
Encrvption method Uniformed histogram | Redundancy preserving in | Chosen-plaintext | Noise
Re in encrypted image small image blocks attack attack
Zhang [16] Stream cipher Yes No No Yes
Yin [22] Block permutation No Yes No Yes
Zhou [9] Stream cipher Yes No No Yes
Ma [11] Stream cipher Yes No No No
Cao [18] Stream cipher Yes No No No
Huang [24] Block permutation, Stream cipher Yes Yes No Yes
Proposed Block permutation, Block modulation Yes Yes Yes Yes
16 \ 12 ¥ 4
% PBTL-RDHEI % PBTL-RDHEI % PBTL-RDHEI
14+ A-Mall1] 35 AMa[11]
-¥-Zhou[9] 10 % Zhou[9]
12 | [ Huang[24] -4-Huang[24] 3 -2-Huang[24]
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Fig. 14. Time complexity of PBTL-RDHEI and several related works under various embedding rates and image sizes. (a) 512 x 512. (b) 256 x 256.

(c) 128 x 128.

(b

Fig. 15.

()

(d (e)

Simulation results of applying PBTL-RDHEI to Lena image when block size is set to 2 x 2. (a) The original image. (b) Encrypted image. (c) Marked

encrypted image with « = 5 and 8 = 2, ryyax = 1.722 bpp. (d) recovered image, PSNR = + o0 dB. (e) The difference between (a) and (d).

respectively. From the results, we can observe that, pixel values
of the encrypted image and marked encrypted image are uni-
form distributed. Although the data hider is able to know the
pixel spatial correlations within a block, s/he can not obtain the
relationship between blocks, since the block is small, and block
locations and pixel values within the block are changed.

Fig. 15 shows the experiment results of applying PBTL-
RDHEI to Lena image when block size is set to 2 x 2, pa-
rameters o = 5 and § = 2. From the results, we can observe
that under the given settings of block size and parameters, the
proposed algorithm reaches the maximum embedding rate of
1.722 bpp. Due to the reversibility of PBTL-RDHEI, the origi-
nal image can be successfully recovered without any error (see
Fig. 15(d)).

Tables II-V show the embedding rates of test images Lena,
Airplane, M an and Crowd under various « and 3 when block
size is setto 2 X 2 and 3 x 3, respectively. From the results, we
can observe that when « is set to small values, e.g., « = 1 or
2, the marked encrypted image is unable to or can only embed
a few secret data. For different images, the parameters set to
achieve the maximum embedding rate are different. In general,
images with block size 3 x 3 are able to embed more secret
data than that of 2 x 2, because more pixels will be classified
into the embeddable pixel category. In addition, images with
less texture in the original version can achieve larger maximum
embedding rate. For example, image Airplane can reach the
maximum embedding rate of 1.903 bpp and 2.188 bpp when
block size is set to 2 x 2 and 3 x 3, respectively.
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Distribution of pixel values of Lena image in each step when block size is 2 x 2. (a) The original image. (b) The encrypted image. (c) The marked

Ta,5 (bpp)

[ (block size 2x2)

[ (block size 3x3)

1 2 3 4 5 6 7 1 2 3 4 5 6 7
1| -0.186 -0.866 -1.545 -2.225 -2904 -3.584 -4264 | -0.253 -1.057 -1.860 -2.664 -3.467 -4.270 -5.074
2 0.159 0.022 -0.537 -1.097 -1.657 -2.216 -2.776 0.155 -0.023 -0.687 -1.352 -2.016 -2.680 -3.345
3 0.702 0.861 0.800 0.431 0.063 -0.306 -0.675 0.787 0.963 0.883 0.442 0.001 -0.440 -0.881
« 4 1.324 1.619 1.635 1.568 1.390 1.211 1.032 1.520 1.874 1.894 1.807 1.592 1.377 1.162
5 1.579 1.722 1.717 1.677 1.621 1.543 1.464 1.842 2.018 2.016 1.966 1.900 1.807 1.713
6 1.273 1.308 1.299 1.277 1.249 1.218 1.183 1.494 1.539 1.528 1.502 1.469 1.433 1.392
7 0.681 0.679 0.664 0.646 0.627 0.607 0.587 0.801 0.797 0.780 0.758 0.736 0.712 0.689
TABLE III
EMBEDDING RATES OF IMAGE Airplane UNDER VARIOUS o AND (3 WHEN BLOCK SIZE IS 2 X 2 AND 3 X 3
i 5 (block size 2x2) [ (block size 3x3)
ra.s (OPP) |— ) 3 3 3 6 7 T ) 3 3 5 6 7
1] 0142 -0497 -1.135 -1.774 -2412 -3.051 -3.689 | 0.114 -0.644 -1401 -2.159 -2916 -3.674 -4.431
2 | 0.624 0.759 0.292 -0.176 -0.643 -1.111 -1.579 | 0.673 0.804 0.243 -0318 -0.879 -1.440 -2.002
3| 1.275 1.512 1.508 1.228 0.947 0.667 0.387 | 1.433 1.707 1.679 1.337 0.996 0.655 0.313
« 4 | 1.722 1.903 1.876 1.799 1.649 1.499 1.349 | 1.973 2.188 2.151 2.047 1.862 1.677 1.492
5 | 1.678 1.742 1.716 1.662 1.600 1.519 1.437 | 1.941 2.023 1.992 1.926 1.847 1.748 1.648
6 | 1.262 1.277 1.258 1.227 1.190 1.152 1.109 | 1.473 1.492 1.468 1.431 1.387 1.339 1.286
7 | 0.664 0.660 0.643 0.623 0.601 0.578 0.554 | 0.777 0.774 0.755 0.732 0.706 0.679 0.652
TABLE IV
EMBEDDING RATES OF IMAGE M an UNDER VARIOUS v AND /3 WHEN BLOCK SIZE IS 2 X 2 AND 3 X 3
(3 (block size 2x2) [ (block size 3x3)
ra.p (bpP) 2 3 i 5 6 7 T ) 3 3 5 6 7
1] -0.290 -0983 -1.675 -2.368 -3.061 -3.753 -4.446 | -0.361 -1.178 -1.994 -2.811 -3.628 -4.445 -5.262
2 | -0.052 -0.368 -0977 -1.585 -2.194 -2.802 -3411 | -0.087 -0463 -1.183 -1.902 -2.622 -3.341 -4.060
3 0.322 0.241 0.000 -0.469 -0.938 -1.407 -1.875 0.352 0.249 -0.041 -0.597 -1.154 -1.710 -2.266
« 4 0.796 0.941 0.864 0.695 0.407 0.119 -0.169 0911 1.065 0.967 0.765 0.419 0.074 -0.272
5 1.160 1.324 1.304 1.223 1.116 0.975 0.833 1.334 1.528 1.503 1.404 1.275 1.104 0.932
6 1.090 1.147 1.128 1.085 1.033 0.975 0.910 1.266 1.331 1.304 1.251 1.185 1.113 1.032
7 0.621 0.619 0.596 0.566 0.534 0.500 0.466 0.722 0.719 0.690 0.654 0.614 0.571 0.528
TABLE V
EMBEDDING RATES OF IMAGE C'rowd UNDER VARIOUS v AND (3 WHEN BLOCK SIZE IS 2 X 2 AND 3 X 3
[ (block size 2x2) [ (block size 3x3)
ra.g (0PP) |— ) 3 7} 5 6 7 T ) 3 3 5 6 7
1] 0429 -0.174 -0.777 -1.379 -1.982 -2.585 -3.187 | 0.440 -0.276 -0.993 -1.709 -2.426 -3.143 -3.859
2 | 0.693 0.564 0.072 -0420 -0912 -1.405 -1.897 | 0.724 0.581 -0.007 -0.596 -1.185 -1.774 -2.363
3| 1.107 1.162 0.984 0.638 0.292 -0.054 -0.400 | 1.207 1.272 1.059 0.640 0.221 -0.198 -0.617
« 4 | 1.388 1.471 1.391 1.252 1.033 0.815 0.596 | 1.561 1.652 1.547 1.380 1.112 0.843 0.575
5| 1414 1.511 1.485 1.414 1.324 1.208 1.093 | 1.616 1.728 1.691 1.603 1.492 1.348 1.203
6 | 1.164 1.215 1.203 1.173 1.133 1.088 1.036 | 1.345 1.407 1.392 1.353 1.302 1.246 1.181
7 | 0.649 0.654 0.638 0.617 0.594 0.570 0.545 | 0.755 0.761 0.742 0.716 0.688 0.659 0.628
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TABLE VI
MAXIMUM EMBEDDING RATE COMPARISONS OF DIFFERENT IMAGES APPLIED BY PBTL-RDHEI AND SEVERAL RELATED ALGORITHMS

T'maz Zhang Li Zhang Wu Yin Yin Zhou Huang [24] Ma Cao PBTL-RDHEI
(bpp) [31] [28] [21] [32] [22] [23] [99 DHS_2 DHS_3 PHS_2 PHS_3 [11] [18] 2x2 3x3
Lena 0.005 0.010 0.036 035 0.12 0.13 0.15 0.105 0.122 0.097 0.015 095 <08 1.722 2018
Airplane | 0.005 0.013 0.036 035 0.19 0.21 0.19 0.163 0.186 0.148 0.023 1.08 <14 1903 2.188
Man 0.003  0.005 0.011 0.01 0.05 004 0.12 0.080 0.095 0.071 0.014 0.25 <1 1.327  1.528
Crowd 0.004 0.015 0.045 035 021 0.16 0.11 0.175 0.201 0.175 0.023 1.05 <1 1.511  1.728
kodim08 | 0.001 0.007 0.007 0.12 0.06 0.05 0.11 0.068 0.077 0.067 0.008 042 <05 0.783 0.849
kodim13 | 0.001 0.003 0.005 0.05 0.05 004 0.10 0.045 0.053 0.04 0.006 043 <0.6 0.698 0.801

4.

2.

E E

Fig. 17.

Average embedding rates of 1000 marked encrypted images under various « and 3 when block sizes are (a) 2 x 2 and (b) 3 x 3.

TABLE VII
MAXIMUM EMBEDDING RATE OF TEST IMAGES WITH OR WITHOUT PIXEL MODULATION PROCESS UNDER DIFFERENT BLOCK SIZES
P (bpp) . .2><2 . .3><3

max with mod.  without mod. reduced | with mod. without mod. reduced
Lena 1.722 1.746 0.054 2.018 2.084 0.066
Airplane 1.903 1.928 0.025 2.188 2.219 0.031
Man 1.327 1.372 0.045 1.528 1.583 0.055
Crowd 1.511 1.546 0.035 1.728 1.774 0.046
kodim08 0.783 0.822 0.039 0.849 0.907 0.058
kodiml3 0.698 0.775 0.077 0.801 0.891 0.090
Averl1000 1.752 1.772 0.020 2.003 2.026 0.023

Table VI compares the maximum embedding rate of PBTL-
RDHEI with several existing works. Because some related
works may not fully reversible as analyzed in Section I, for
fair of comparison, the result in Table VI is under the same
situation that the secret data and original image can be fully
extracted and recovered. In order to achieve a better perfor-
mance, we set the block size to 4 x 4 in [22] and [23]. For
Zhou et al. ’s method [9], 3 bits of the secret data are embed into
each encrypted image block for demonstration. In Huang et al.’s
method [24], DHS_2(3) and PHS_2(3) indicate using difference
histogram shifting and prediction-error expansion to embed se-
cret data when block size is set to 2 x 2(3 x 3), respectively.
For PHS_2, the median edge detector is used and for PHS_3,
the rhombus predictor is applied. For Ma ef al.’s method [11],
the 3 LSB planes are reserved for data embedding. As can be
seen from the result, the proposed PBTL-RDHEI significantly
improved the embedding rates.

To further analyze the embedding rate variation tendency
under various « and (3, we randomly select 1000 images from

the BowsBase database to show the average embedding rates
under different block sizes. The results are plotted in Fig. 17.
From the results, we can observe that the embedding rates have
similar variation tendency when block sizes are set to 2 x 2 and
3 x 3 under various v and 3. When o = 4, § = 2, images reach
the maximum average embedding rates . = 1.722 bpp and
max = 2.018 bpp when block sizes are set to 2 X 2 and 3 x 3,
respectively.

The embedding ability of PBTL-DE depends on the spatial
redundancy of pixels within blocks. In PBTL-RDHEI, the spa-
tial redundancy of blocks in the original image is modified by
pixel modulation using Eq. (9). In order to show the influence
of pixel modulation process to the image spatial redundancy,
we calculate the maximum embedding rate of some test im-
ages with and without pixel modulation. The results are listed in
Table VII, where ‘Aver1000’ indicates average result of 1000
images that randomly selected from the BowsBase database.
From the results, we can observe that the modulation operation
slightly reduced the embedding rates. Thus, the proposed image
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encryption well kept the spatial redundancy of the pixels within
blocks.

VIII. CONCLUSION

In this paper, we first proposed a parametric binary tree la-
beling scheme (PBTL). Using PBTL, we then proposed a data
embedding method (PBTL-DE) and further applied it into the
encrypted images application (PBTL-RDHEI). The PBTL-DE
is specific designed for encrypted-domain based application,
because it significantly changed the pixel values in the im-
age. PBTL-RDHEI is a full reversible method that both the
secret data and original image can be extracted without any
error. Experiment results and comparisons have shown that
the PBTL-RDHETI significantly improved the embedding rate.
Security analysis has demonstrated the robustness of PBTL-
RDHETI in withstanding brute-force and know/chosen-plaintext
attacks.
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